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ABSTRACT

Abstract

The vulnerability of biometric recognition to presentation attacks (PAs) has been widely
recognized and has attracted increasing attention as it enables attackers to impersonate
authentic users. Presentation attack detection (PAD), aiming at automatically catching
PAs, is an essential technology to secure biometric systems from PAs such as printed photos
and replayed videos. Despite the considerable exploration and remarkable progress in
PAD performance, two major issues still constitute a gap in technology. The first is the lack
of proper understanding of the fairness of such algorithms over human-related attributes,
and the second is the low performance generalizability over variabilities such as unknown
attack types and capture environments. These challenges drive the main contributions of
this thesis towards analyzing and boosting the fairness and generalizability of PAD.
PAD fairness over different human attributes is extremely understudied. Such under-

exploration is mainly due to the lack of suitable data. Towards enabling the fairness
assessment and enhancement in face PAD, this thesis first introduces a combined attribute
annotated PAD dataset, including both demographic and non-demographic attribute
labels. Meanwhile, this thesis presents a new metric, accuracy balanced fairness, to
simultaneously represent both the PAD fairness and the absolute PAD performance. Then,
a comprehensive analysis of fairness in face PAD is conducted to study its relation to the
nature of training data and the methodology of decision threshold selection. Guided
by the outcomes of these analyses, a data augmentation method, namely FairSWAP, is
successfully proposed to enhance the fairness of face PAD.

In addition to the PAD generalizability over human-related attributes, seen as fairness,
another emerging challenge that encountered face PAD during the COVID-19 pandemic is
the PAD generalizability to subjects wearing facial masks. To address this issue, this thesis
first provides a collaborative real mask attack dataset involving the conventional unmasked
bona fide and attacks, masked bona fide sample, novel attacks with faces wearing masks,
and attacks with real masks placed on spoof faces. This thesis performs a set of extensive
experiments to investigate the impact of masked faces on recognition vulnerability and
PAD behaviour. Observing the degradation of PAD performance caused by the facial masks,
this thesis presents a solution to target this issue by refining the partial attack supervision
and the regional weighted inference.

1

https://tuprints.ulb.tu-darmstadt.de/23814/
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The third part of this thesis targets the more conventional PAD generalizability issues,
such as variabilities in attack creation and capture scenarios. Aiming to boost the general-
izability of face PAD, this thesis proposes to leverage the information from the frequency
domain in an optimized manner, assisting the information in the spatial domain to learn a
more generalized representation under intra-dataset and cross-dataset settings. With a
focus on enhancing the generalizability of iris PAD, this thesis proposes a micro-stripe anal-
yses solution that leverages the benefit of the spatially aware processing of well-defined
regions in the iris and its border with the sclera. This thesis further introduces a novel
attention-based deep pixel-wise binary supervision method, A-PBS, for iris PAD. This
solution aims to capture the fine-grained pixel/patch-level attack clues and automatically
locate regions that contribute the most to an accurate PAD decision. The generalizability
of the proposed iris PAD solutions is demonstrated under real-world cross-testing cases,
including cross-attack, cross-dataset, and cross-spectrum settings.
To summarize, this thesis first provides a much-needed comprehensive analysis of

fairness in PAD, leading to a well-founded and integrable fairness enhancement solution.
Then, it presents detailed investigations of the masked face PAD challenge along with
a technical solution towards improving the masked face PAD performance. The thesis
then presents a set of novel contributions to boost the generalizability of face and iris
PAD techniques. This thesis thus yields practically-aware advancements in understanding
and mitigating vulnerabilities of biometric systems and lays the groundwork for future
research into developing and deploying generalized PAD systems.

2

ABSTRACT

https://tuprints.ulb.tu-darmstadt.de/23814/
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ABSTRACT

Abstract

Despite mounting evidence that data drift causes deep learning models to deteriorate over time, the ma-
jority of medical imaging research is developed for – and evaluated on – static close-world environments.
There have been exciting advances in the automatic detection and segmentation of diagnostically-relevant
findings. Yet the few studies that attempt to validate their performance in actual clinics are met with
disappointing results and little utility as perceived by healthcare professionals. This is largely due to the
many factors that introduce shifts in medical image data distribution, from changes in the acquisition
practices to naturally occurring variations in the patient population and disease manifestation. If we truly
wish to leverage deep learning technologies to alleviate the workload of clinicians and drive forward the
democratization of health care, we must move away from close-world assumptions and start designing
systems for the dynamic open world.

This entails, first, the establishment of reliable quality assurance mechanisms with methods from the
fields of uncertainty estimation, out-of-distribution detection, and domain-aware prediction appraisal.
Part I of the thesis summarizes my contributions to this area. I first propose two approaches that identify
outliers by monitoring a self-supervised objective or by quantifying the distance to training samples
in a low-dimensional latent space. I then explore how to maximize the diversity among members of a
deep ensemble for improved calibration and robustness; and present a lightweight method to detect
low-quality lung lesion segmentation masks using domain knowledge.

Of course, detecting failures is only the first step. We ideally want to train models that are reliable in the
open world for a large portion of the data. Out-of-distribution generalization and domain adaptation
may increase robustness, but only to a certain extent. As time goes on, models can only maintain
acceptable performance if they continue learning with newly acquired cases that reflect changes in the
data distribution. The goal of continual learning is to adapt to changes in the environment without
forgetting previous knowledge. One practical strategy to approach this is expansion, whereby multiple
parametrizations of the model are trained and the most appropriate one is selected during inference. In
the second part of the thesis, I present two expansion-based methods that do not rely on information
regarding when or how the data distribution changes.

Even when appropriate mechanisms are in place to fail safely and accumulate knowledge over time, this
will only translate to clinical usage insofar as the regulatory framework allows it. Current regulations
in the USA and European Union only authorize locked systems that do not learn post-deployment.
Fortunately, regulatory bodies are noting the need for a modern lifecycle regulatory approach. I review
these efforts, along with other practical aspects of developing systems that learn through their lifecycle,
in the third part of the thesis.

We are finally at a stage where healthcare professionals and regulators are embracing deep learning.
The number of commercially available diagnostic radiology systems is also quickly rising. This opens up
our chance – and responsibility – to show that these systems can be safe and effective throughout their
lifespan.

4

https://tuprints.ulb.tu-darmstadt.de/23662/
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ABSTRACT

ABSTRACT

O
ne of the most important archaeological cues for the study of ancient civilizations is
pottery, which makes up by far the largest group of excavated artifacts, since every new
excavation effort potentially yields up thousands of fragments. Similar to the humanities

in general, this research area, belonging to the field of Cultural Heritage (CH), experienced
several ambitious digitization efforts in the last two decades. The resulting digital surrogates
enable the application of computerized tools, which can support tedious manual processes. 3D ,in
particular, has become a state-of-the-art data modality for the documentation of numerous types
of exhibits. This can be attributed to both the more easily affordable capturing hardware and
freely available software suites for the easy archiving and analysis of 3D data. However, not only
newly unearthed objects but also decades old documentations of excavated ceramics have been
digitized to a large extent and made publicly accessible via online repositories and collections.

On the downside, the efficient browsing of such repositories as well as – one of the most
important use cases for archaeological research – the content-based searching for object similarity
is seldomly supported. Instead, most platforms allow to filter their collections based solely on
associated metadata. As this information is incomplete, erroneous, or missing altogether for many
entries, a potentially large number of relevant records could easily be overlooked. Also, this type
of querying could result in an unmanageably large result set (without any relevance ordering), if
those properties cannot be determined selectively enough. This stresses the need for specialized
retrieval systems, which allow posing queries in a content-based manner, meaning that the
data itself, e.g., an image or 3D model, is the basis for a search. This type of retrieval has been
researched for decades, scenarios where the query and the search space exhibit different data
modalities, e.g., 3D model vs. profile curve, is still a sparsely addressed problem. As such scenarios
are, however, particularly relevant for researchers of the CH domain, respective retrieval systems
have to be capable of both supporting different modalities and bridging modal boundaries.

Orthogonal to the problem of content-based searching is the visualization and interactive
exploration of (large) object collections with the goal of unveiling similarity clusters. Respective
techniques allow an archaeologist to detect cross-correlations among object traits; discover (yet
unknown) links, since related objects, or even parts of the same object, are often scattered across
different museums; and generate hypotheses regarding ancient trade routes or workshops. At
the same time, visualization enables the exposition and presentation of CH artifacts as virtual
museums and exhibitions.

Finally, digital reconstruction approaches support the efficient generation of shape and
texture hypotheses by automatizing the workflow of an archaeologist who leverages both a
vessel’s symmetry properties and sequential structures to approximate missing geometry and
surface painting. Digital methods are also a viable alternative to physical reconstruction, which
is most of the time not feasible due to cost and labor considerations or not even allowed because
of the fragile nature of CH artifacts.

i

https://graz.elsevierpure.com/de/activities/crossmodal-search-visual-exploration-and-restoration-of-digital-p
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ABSTRACT

This thesis provides contributions to all the three mentioned archaeological processes with
computer-aided techniques, relying on established as well as newly developed techniques of
computer vision and knowledge visualization. Within the context of content-based retrieval,
a new query modality (3D+Sketch), particularly suited for the search based on incomplete
pottery artifacts, is presented. Newly designed annotation workflows, benchmark datasets, and
evaluation metrics pave the way for both the training of learning-based retrieval techniques and
the comparative evaluation of methods. In terms of visualization, a novel interactive linked view
exploration system supports the uninterrupted exploration of annotated datasets concurrently
along different object traits. Finally, in terms of reconstruction, the textual completion of worn
off surface paintings is studied. To this end, a novel approach is presented which, first of all,
determines the generation grammar of an ornament sequence in order to detect gaps and fill
them with plausible texture. All of these techniques are able to reduce the required labor w.r.t.
their currently used purely manual counterparts significantly. Their viability and relevance
for archaeological use cases has been continuously evaluated with collaborating archaeologists
who also aided in the design and execution of both qualitative and quantitative evaluations.
Even though the proposed concepts are experimental, they will hopefully find their way into the
everyday archaeological use.

ii

https://graz.elsevierpure.com/de/activities/crossmodal-search-visual-exploration-and-restoration-of-digital-p
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Abstract

Recent advances in machine learning and image processing have expanded the applications of computer vision
in many industries. In industrial applications, image classification is a crucial task since high variant objects
present difficult problems because of their variety and constant change in attributes. Computer vision algorithms
can function effectively in complex environments, working alongside human operators to enhance efficiency and
data accuracy. However, there are still many industries facing difficulties with automation that have not yet been
properly solved and put into practice. They have the need for more accurate, convenient, and faster methods.
These solutions drove my interest in combining multiple learning strategies as well as sensors and image formats
to enable the use of computer vision for these applications. The motivation for this work is to answer a number of
research questions that aim to mitigate current problems in hinder their practical application. This work therefore
aims to present solutions that contribute to enabling these solutions. I demonstrate why standard methods cannot
simply be applied to an existing problem. Each method must be customized to the specific application scenario
in order to obtain a working solution.

One example is face recognition where the classification performance is crucial for the system’s ability to
correctly identify individuals. Additional features would allow higher accuracy, robustness, safety, and make
presentation attacks more difficult. The detection of attempted attacks is critical for the acceptance of such
systems and significantly impacts the applicability of biometrics. Another application is tailgating detection
at automated entrance gates. Especially in high security environments it is important to prevent that authorized
persons can take an unauthorized person into the secured area. There is a plethora of technology that seem poten-
tially suitable but there are several practical factors to consider that increase or decrease applicability depending
which method is used. The third application covered in this thesis is the classification of textiles when they are
not spread out. Finding certain properties on them is complex, as these properties might be inside a fold, or differ
in appearance because of shadows and position.

The first part of this work provides in-depth analysis of the three individual applications, including background
information that is needed to understand the research topic and its proposed solutions. It includes the state of
the art in the area for all researched applications. In the second part of this work, methods are presented to
facilitate or enable the industrial applicability of the presented applications. New image databases are initially
presented for all three application areas. In the case of biometrics, three methods that identify and improve
specific performance parameters are shown. It will be shown how melanin face pigmentation (MFP) features
can be extracted and used for classification in face recognition and PAD applications. In the entrance control
application, the focus is on the sensor information with six methods being presented in detail. This includes the
use of thermal images to detect humans based on their body heat, depth images in form of RGB-D images and
2D image series, as well as data of a floor mounted sensor-grid. For textile defect detection several methods and
a novel classification procedure, in free-fall is presented.

In summary, this work examines computer vision applications for their practical industrial applicability and
presents solutions to mitigate the identified problems. In contrast to previous work, the proposed approaches are
(a) effective in improving classification performance (b) fast in execution and (c) easily integrated into existing
processes and equipment.

i

https://www.informatik.tu-darmstadt.de/fb20/aktuelles_fb20/veranstaltungen_fb20/veranstaltung_details_177153.de.jsp


T h u r s d a y ,  N o v e m b e r  3 0 ,  2 0 2 3
17Graduation Julian von Wilmsdorff 

JULIAN VON WILMSDORFF 

Computer Science
Department
Fraunhofer Institut für
graphische
Datenverarbeitung

Passive Electric Field Sensing
for Ubiquitous and
Environmental Perception
Zur Erlangung des akademischen Grades Doktor-Ingenieur (Dr.-Ing.)
Genehmigte Dissertation von Julian von Wilmsdorff aus Speyer
Tag der Einreichung: 10. August 2022, Tag der Prüfung: 28. November 2022

1. Gutachten: Prof. Dr. Dieter W. Fellner
2. Gutachten: Prof. Dr. Arjan Kuijper
3. Gutachten: Prof. Dr. Matthias Hollick
Darmstadt



T h u r s d a y ,  N o v e m b e r  3 0 ,  2 0 2 3
18

ABSTRACT

Graduation Julian von Wilmsdorff Abstract 

Abstract

Electric Field Sensing plays an important role in the research branches of Environmental
Perception as well as in Ubiquitous Computing. Environmental Perception aims to col-
lect data of the surroundings, while Ubiquitous Computing has the objective of making
computing available at any time. This includes the integration of sensors to perceive
environmental influences in an unobtrusive way.
Electric Field Sensing, also referenced as Capacitive Sensing, is an often used sensing

modality in these research fields, for example, to detect the presence of persons or to
locate touches and interactions on user interfaces. Electric Field Sensing has a number
of advantages over other technologies, such as the fact that Capacitive Sensing does not
require direct line-of-sight contact with the object being sensed and that the sensing
system can be compact in design. These advantages facilitate high integrability and allow
the collection of data as required in Environmental Perception, as well as the invisible
incorporation into a user’s environment, needed in Ubiquitous Computing.
However, disadvantages are often attributed to Capacitive Sensing principles, such

as a low sensing range of only a few centimeters and the generation of electric fields,
which wastes energy and has several more problems concerning the implementation. As
shown in this thesis, this only affects a subset of this sensing technology. Therefore, this
thesis focuses on the mainly open area of Passive Electric Field Sensing in the context of
Ubiquitous Computing and Environmental Perception, as active Capacitive Sensing is an
open research field which already gains a lot of attention. The thesis is divided into three
main research questions.
First, I address the question of whether and how Passive Electric Field Sensing can

be made available in a cost-effective and simple manner. To this end, I present various
techniques for reducing installation costs and simplifying the handling of these sensor
systems.
After the question of low-cost applicability, I examine for which applications passive

electric field sensor technology is suitable at all. Therefore I present several fields of
application where Passive Electric Field Sensing data can be collected.

Taking into account the possible fields of application, this work is finally dedicated to the
optimization of Passive Electric Field Sensing in these cases of application. For this purpose,

v

https://publica.fraunhofer.de/entities/publication/bcf38222-c1f5-4b6f-affa-714fef1cdf64/details
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different, already known signal processing methods are investigated for their application
for Passive Electric Field sensor data. Furthermore, besides these software optimizations,
hardware optimizations for the improved use of the technology are presented.

vi

Graduation Julian von Wilmsdorff Abstract 

ABSTRACT

https://publica.fraunhofer.de/entities/publication/bcf38222-c1f5-4b6f-affa-714fef1cdf64/details
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PANEL OF JUDGES
BEST PAPER AWARD

THE JUDGING PROCESS 

The chair of the independent panel of judges receives forty  
selected papers for the Visual Computing Cluster in 2023  
considered to be the best by the Fraunhofer IGD competence  
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and 3) how familiar the judge is with the topic (confidence value). 

In the second step, scores for all papers are collected from all the 
judges, and the papers are each assigned to at least one category. 
Then the three best-ranked papers within an individual category 
are nominated. In addition, any papers that score at least one  
‘outstanding’ grading by one of the judges are nominated.

Finally, the judges meet to discuss all nominated papers.  
Two papers are selected as ‘honorable mention’ papers and one 
paper is selected as the ‘best paper’ for each of the categories.

THE PRIZE
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“Impact on business,” “Impact on science,” “Impact on society” 
also receive a book and a monetary prize.
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Fast Harmonic Tetrahedral Mesh Optimization
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Weber, Daniel (Fraunhofer IGD / TU Darmstadt GRIS)
Fellner, Dieter (Fraunhofer IGD / TU Darmstadt GRIS / TU Graz CGV)      
Fast Harmonic Tetrahedral Mesh Optimization

Buelow, Max von (TU Darmstadt GRIS)
Riemann, Kai
Guthe, Stefan (Fraunhofer IGD / TU Darmstadt GRIS)
Fellner, Dieter (Fraunhofer IGD / TU Darmstadt GRIS / TU Graz CGV)      
Profiling and Visualizing GPU Memory Access and Cache Behavior of Ray Tracers

Rezgui, Ghassen (University of Tunis El Manar)
Marzougui, Hamed (University of Tunis El Manar)
Lili, Taieb (University of Tunis El Manar)
Preiner, Reinhold (TU Graz CGV)
Ceccobello, Chiara (Chalmers Univ. of Technology)    
Thermal Conduction Effects on the Accretion ejection Mechanism.  
Outflow Process Investigation

Morsy Abdelkader Morsy, Mostafa (Fraunhofer IGD / TU Darmstadt GRIS)
Brunton, Alan (Fraunhofer IGD) 
Urban, Philipp (Fraunhofer IGD / Norwegian University of Science and Technology NTNU)    
Shape Dithering for 3D Printing

Cibulski, Lena (Fraunhofer IGD) 
May, Thorsten (Fraunhofer IGD)
Schmidt, Johanna (Zentrum für Virtual Reality und Visualisierung Forschungs-GmbH, Vienna)
Kohlhammer, Jörn (Fraunhofer IGD / TU Darmstadt GRIS) 
COMPO*SED: Composite Parallel Coordinates for Co-Dependent  
Multi-Attribute Choices

Boutros, Fadi (Fraunhofer IGD / TU Darmstadt GRIS) 
Damer, Naser (Fraunhofer IGD / TU Darmstadt GRIS) 
Kirchbuchner, Florian (Fraunhofer IGD / TU Darmstadt GRIS)
Kuijper, Arjan (Fraunhofer IGD / TU Darmstadt MAVC)  
ElasticFace: Elastic Margin Loss for Deep Face Recognition

IMPACT ON SCIENCE

Graduation    Best Thesis Award   Best Paper Award    Guest Lecture

https://link.springer.com/article/10.1007/s00371-022-02547-6
https://diglib.eg.org/handle/10.2312/pgv20221061
https://academic.oup.com/mnras/article-abstract/514/3/3925/6604899?redirectedFrom=fulltext&login=true
https://dl.acm.org/doi/10.1145/3528223.3530129
https://ieeexplore.ieee.org/document/9792437
https://ieeexplore.ieee.org/document/9857083
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29Best Paper Award 

IMPACT ON SOCIETY

Wagner, Nicolas (TU Darmstadt GRIS) 
Fuchs, Moritz (TU Darmstadt GRIS)
Tolkach, Yuri (Uniklinik Köln)
Mukhopadhyay, Anirban (TU Darmstadt GRIS)   
Federated Stain Normalization for Computational Pathology

Gotkowski, Karol (Applied Computer Vision Lab, Helmholtz Imaging) 
González, Camila (TU Darmstadt GRIS) 
Kaltenborn, Isabel (Universitätsklinikum Frankfurt)
Fischbach, Ricarda (Universitätsklinikum Frankfurt) 
Bucher, Andreas (Universitätsklinikum Frankfurt) 
Mukhopadhyay, Anirban (TU Darmstadt GRIS)   
i3Deep: Efficient 3D interactive segmentation with the nnU-Net

Ranem, Amin (TU Darmstadt GRIS) 
González, Camila (TU Darmstadt GRIS) 
Mukhopadhyay, Anirban (TU Darmstadt GRIS)    
Continual Hippocampus Segmentation with Transformers

Antweiler, Dario (Fraunhofer IAIS)
Sessler, David (Fraunhofer IGD) 
Rossknecht, Maxim (Fraunhofer IGD) 
Abb, Benjamin (Fraunhofer IGD) 
Ginzel, Sebastian (Fraunhofer IAIS)
Kohlhammer, Jörn (Fraunhofer IGD / TU Darmstadt GRIS)     
Uncovering Chains of Infections through Spatio-Temporal and Visual Analysis 
of COVID-19 Contact Traces

Fährmann, Daniel (Fraunhofer IGD) 
Jorek, Nils (Frankfurt Univ. of Applied Sciences)
Damer, Naser (Fraunhofer IGD / TU Darmstadt GRIS) 
Kirchbuchner, Florian (Fraunhofer IGD / TU Darmstadt GRIS) 
Kuijper, Arjan (Fraunhofer IGD / TU Darmstadt MAVC)  
Double Deep Q-Learning with Prioritized Experience Replay for Anomaly De-
tection in Smart Environments

Huber, Marco (Fraunhofer IGD / TU Darmstadt GRIS) 
Terhörst, Philipp (Fraunhofer IGD / Norwegian University of Science and Technology)
Kirchbuchner, Florian (Fraunhofer IGD) 
Damer, Naser (Fraunhofer IGD / TU Darmstadt GRIS) 
Kuijper, Arjan (Fraunhofer IGD / TU Darmstadt MAVC)   
Stating Comparison Score Uncertainty and Verification Decision Confidence 
Towards Transparent Face Recognition 
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https://proceedings.mlr.press/v172/gotkowski22a.html
https://ieeexplore.ieee.org/document/9857478
https://www.sciencedirect.com/science/article/pii/S0097849322000851?via%3Dihub
https://ieeexplore.ieee.org/document/9786787
https://bmvc2022.mpi-inf.mpg.de/506/
https://link.springer.com/chapter/10.1007/978-3-031-16434-7_2
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RESEARCH IN THE PARTNER UNIVERSITIES 

Justus Thies is a full professor for 3D Graphics and Vision at TU Darmstadt and an 
independent research group leader at the Max Planck Institute for Intelligent Systems 
in Tübingen. His research focuses on three-dimensional sensing of people and of the 
objects or environments, with which they interact. His international research team 
employs methods from artificial intelligence, computer graphics, and machine vision. 
Justus Thies is best known for his work on “Digital Humans”, which facilitates the 
creation of virtual images of humans that can be applied, for example, to telecon-
ferencing applications in virtual reality (the so-called “Metaverse”). He was a pioneer 
in the investigation of the potential misuse of the underlying techniques (e.g. deep 
fakes) and has developed methods that can detect synthetic media.

Justus Thies was awarded a doctorate in Computer Science at Friedrich-Alexander 
University in Erlangen in 2017 for his dissertation on “Markerless Motion Tracking 
and Facial Reenactment”. During his PhD studies, he worked at the Fraunhofer 
Institute for Integrated Circuits, at the Max Planck Institute for Computer Science 
and at Stanford University. Between 2017 and 2021, he was a postdoctoral researcher 
at TU München, investigating the topic areas of “Digital Humans” and “Neural Ren-
dering”. In 2021, he became a research group leader at the Max Planck Institute for 
Intelligent Systems where he set up the Neural Capture & Synthesis group, which he 
continues to lead. Since September 2023, he has occupied himself with establishing 
the 3D Graphics & Vision chair at TU Darmstadt.

GUEST LECTURE
Professor Justus Thies, TU Darmstadt
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31Guest Lecture

MY PATH AFTER 

Professor Stefan Müller has headed the Computer Graphics Group in the  
Department of Computer Science at the University of Koblenz since July 2002.  
He is also Executive Director of the Institute for Computational Visualistics. He 
received his doctorate in 1995 at the Technical University of Darmstadt where he 
worked as a department head in the area of Virtual Reality and Augmented Reality 
at Fraunhofer IGD until 2002. His special areas of research are photorealistic  
computer graphics, real-time rendering, simulation and mixed reality.  
His main area of interest continues to be the use of new media in teaching.

GUEST LECTURE
Professor Stefan Müller, Universität Koblenz
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OUR THANKS TO OUR COLLEAGUES  

FOR THEIR EXCELLENT WORK AND  

OUTSTANDING ACHIEVEMENTS 

VISUAL
VIRTUAL

DIGITAL
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SAVE THE DATE:
COMPUTER GRAPHICS NIGHT 

THURSDAY, DECEMBER 05, 2024
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